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Measurement Error Masks Bipolarity in Affect Ratings

Donald Philip Green, Susan Lee Goldman, and Peter Salovey

For years, affect researchers have debated about the true dimensionality of mood. Some have argued
that positive and negative moods are largely independent and can be experienced simultaneously.
Others claim that mood is bipolar, that joy and sorrow represent opposite ends of a single dimension.
The 3 studies presented in this article suggest that the evidence that purportedly shows the
independence of seemingly opposite mood states, that is, low correlations between positive and
negative moods, may be the result of failures to consider biases due to random and nonrandom
response error. When these sources of error are taken into account using multiple methods of mood
assessment, a largely bipolar structure for affect emerges. The data herein speak to the importance of

a multimethod approach to the measurement of mood.

For some time now, it has been popular for investigators of mood and
emotion to assert that positive and negative affect are independent. The
idea is that someone can experience joy tinged with sorrow, hatred
tempered by love, and anger coincident with kindness. A foray into the
recent mood literature reveals conclusions such as the following:
“Periodic factor analyses. . . have produced a strongly similar pattern of
results over the years: two large factors, one for positive and the other for
negative affect” (Moore & Isen, 1990, pp. 4-5). The view that positive
and negative affect are not opposite ends of a single dimension (i.e., are
not strongly negatively correlated) but, instead, represent nearly
orthogonal dimensions of mood can be traced to several highly
influential studies of well-being by Bradburn and his colleagues
(Bradburn, 1969; Bradburn & Cap-lovitz, 1965).

We suspect that the empirical assumptions on which the “in-
dependent factors” view of positive and negative mood rest are
unsound. In our view, the independence of positive and negative
affect is a statistical artifact. The conclusion that positive and
negative affect are largely uncorrelated fails to take account
of the errors of measurement that arise in mood assessment—
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errors that occur because people have difficulty translating their
moods into survey responses. We argue that widely used methods of
mood assessment are statistically unreliable and that, moreover, the
measurement error associated with the assessment of positive and
negative feelings is not random. Instead, the errors of measurement
in both scales tend to be correlated because they emerge from the
same sources. We shall demonstrate that when random and
nonrandom measurement error is taken into account, the
independence of positive and negative affect, however defined,
proves ephemeral. When one adjusts for random and systematic
error in positive and negative affect, correlations between the two
that at first seem close to O are revealed to be closer to -1.00 and
support a largely bipolar structure.

Measurement of Mood

Historically, early affect researchers assumed the intuitively
appealing idea that positive and negative moods represent opposite
poles of one underlying dimension. To these investigators, it seemed
likely that a happy person was one who was not sad and that a sad
individual could not simultaneously be happy. Such notions led
Guilford (1954), echoing Wundt (1897), to declare that “an affective
scale is a bipolar one” (p. 264). Affect was thought to be essentially
the same as the first dimension of the semantic differential—
evaluation—with similar pleasant and unpleasant poles (Osgood,
Suci, & Tannenbaum, 1957).

However, early factor analytic work rarely confirmed this
bipolar formulation. When investigators asked subjects to rate
mood adjectives, pleasant and unpleasant items tended not to
load on opposite ends of one dimension but rather formed two
separate dimensions, each with a single pole. It seemed that
people either felt pleasant or not or felt unpleasant or not, and
their ratings of positive and negative affect seemed largely inde-
pendent (e.g., Borgatta, 1961; Clyde, 1963; McNair & Lorr,
1964; Nowlis & Nowlis, 1956). These investigators assumed that
bipolarity could only be found when it was forced onto the data
by deliberately labeling the ends of rating scales with adjectives
that were antonyms, but that when affect was measured with
only a single adjective for each scale item, separate positive and
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negative dimensions would be recovered (R. F. Green & Goldfried,
1965). Consequently, various mood scales were developed on the basis
of the view that affect was best characterized by at least two monopolar
factors (e.g., Izard’s, 1972, Differential Emotions Scale; McNair, Lorr, &
Droppleman’s, 1971, Profile of Mood States, and Nowlis’s, 1965, Mood
Adjective Checklist).

It was not long, however, before the independent factors view was
challenged. Bentler (1969) constructed an adjective version of the
semantic differential containing 141 evaluative terms. Two hundred
subjects were asked to describe the emotional meaning of 200 different
concepts using these terms (as well as other terms loading on the other
two traditional dimensions of the semantic differential, activity and
potency; there were 352 total adjectives). This massive matrix was
subjected to nonmetric multidimensional scaling (Bentler, 1966) to
identify the latent ordinal dimensions associated with observed adjective
ratings. Once the biasing effects of response style were offset by
controlling for the number of adjectives checked by a subject, a pattern
of correlations emerged that supported a bipolar structure. Positively
valenced adjectives were inversely correlated with negatively valenced
ones.

In the years that followed, investigators identified other systematic
sources of error variance that, when accounted for, transformed data that
appeared to contain independent, monopolar positive and negative affect
factors into dimensions that were in fact better characterized by
bipolarity. For instance, Meddis (1972) identified a set of systematic
sources of error variance that tends to operate in adjective rating scales,
namely that (a) many contained a “don’t know” category that was not
really in the middle of the scale (e.g., Thayer, 1967), which subjects
often used to indicate noncomprehension of the adjective or its
irrelevance to the rating task and (b) many adjective rating scales were
not symmetrical (e.g., McNair & Lorr, 1964), often containing two or
three levels of acceptance (e.g., extremely, quite a bit, and a little) and
only one level of rejection (e.g., not at all). Meddis (1972) claimed that
such asymmetries in scale construction were “suppressing negative
correlations and prejudicing the factor analysis against the discovery of
bipolar factors” (p. 180). After correcting for such sources of systematic
error, Meddis (1972) obtained strong evidence for a small set of bipolar
mood factors.

The piéece de résistance for the view that affect is bipolar was a now
classic study whose title declared, simply, “Affect Space is Bipolar”
(Russell, 1979; see also related work, Russell, 1978; Russell &
Mehrabian, 1977). Russell (1979) argued that bipolarity was
suppressed in most studies of affect because of a series of
measurement issues that created systematic error, including those
described by Meddis (1972), and (a) the sample of emotion words
included on scales often underrepresented one end of a bipolar
continuum, (b) instructions often asked subjects to rate how they feel
over extended periods of time, (c) response formats often resulted in
bimodal rather than normal distributions for each item (the modal
response was often not at all), and (d) items in close proximity on the
scale often showed spuriously inflated intercorrelations. After
correcting these shortcomings, Russell (1979) found strong evidence
that these defects in measurement had previously obscured the fact
that affect space is bipolar and defined, in part, by a strong, primary
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bipolar factor, Pleasure-Displeasure, and a secondary bipolar factor,
Aroused-Sleepy.

After 20 years, during which the original independent view was
largely replaced by this bipolar perspective, it was somewhat
unexpected that the 1980s would be characterized by a resurgence
of interest in a model of affect claiming relative independence of
positive and negative factors. Three independent laboratories
published prominent articles in fairly quick succession, all
providing evidence that, at least under certain conditions, mood was
best characterized by two broad independent dimensions, positive
affect and negative affect (Diener & Emmons, 1984; Warr, Barter &
Brownbridge, 1983; Zevon & Tellegen, 1982).

Zevon and Tellegen (1982), taking an ideographic approach to
the study of mood, asked a small group of subjects to complete a
daily 60-item mood adjective checklist for 90 consecutive days. P-
factor analytic techniques were used to analyze the data, and each
subject’s first two factors were derived and compared (using within-
individual or P-factor analysis). In 21 of their 23 cases, these factors
were largely independent positive and negative affect dimensions.
(These factors were not in a strict sense monopolar; their opposite
ends reflected the adjectives sleepy and calm) Zevon and Tellegen
(1982) characterized these two factors as “descriptively bipolar but
affectively unipolar dimensions” (p. 112). These investigators did
not see their results as necessarily contradicting those offered by the
“bipolar” camp. Rather, they viewed the issue as, in part, a
rotational one. If one chose to rotate the Zevon and Tellegen (1982)
positive and negative dimensions 45°, a bipolar Pleasant-Unpleasant
dimension (and a unipolar arousal dimension) would result. (See
Watson, 1988, pp. 128-129, for a discussion of how dimensional
labeling varies with factor rotation.) And as Watson (1988) argued
in several studies building on the Zevon and Tellegen (1982)
approach, the selection of adjectives determines the factor analytic
solution and hence the emergence of independent or bipolar mood
factors (see also Larsen & Diener, 1992; Watson & Tellegen, 1985).

Another perspective promoting the “independence” view was
offered by Diener and Emmons (1984). They noted that positive and
negative affect could be strongly and inversely related at any given
moment in time and yet still be independent in terms of how people
reflect on their moods over a longer period of time. Using daily
mood reports that extended from 30 to 70 days, they discovered that
positive and negative affect were inversely correlated only during
intense emotional experiences. However, as a longer and longer
time frame was considered (from moments, to days, to 3-week
intervals), the correlation between positive and negative affect
decreased dramatically. Diener and Emmons (1984) concluded that
under conditions of low intensity and over longer time frames, posi-
tive and negative affect might not be polar opposites (see also
Diener & Iran-Nejad, 1986, for evidence supporting this view and
Watson, 1988, for evidence against it), and mood might be best
characterized by dimensions of intensity of affect and frequency of
positive and negative affect (Diener, Larsen, Levine, & Emmons,
1985).

A third perspective on the independence of positive and nega-
tive affect was provided by Warr et al. (1983). They argued
that because good and bad events do not tend to be associated



across persons (experiencing positive outcomes does not necessarily
mean that one might not also experience negative outcomes) the
dominant reactions to these events, positive and negative affect, will be
independent as well. On the other hand, if a response format is provided
that asks subjects to indicate the proportion of time they had
experienced positive or negative affect, the two would more likely be
inversely correlated (Warr et al., 1983).

Following the publication of these three lines of work, as well as a
related series of studies suggesting that separate personality dimensions,
extraversion versus neuroticism, undergirded and perhaps caused the
independence of positive and negative affect (Costa & McCrae, 1980;
Emmons & Diener, 1986; Larsen, 1989; McCrae & Costa, 1983), a
virtual cottage industry developed with the goal of demonstrating that
positive and negative affect were indeed independent across a variety of
contexts. Separate pleasant and unpleasant factors seemed to characterize
the emotional experiences of bereaved individuals who had recently lost
a spouse (Porritt & Bartrop, 1985). Independent positive and negative
dimensions could be recovered in cross-cultural mood data, for example,
in a large sample of Japanese subjects (Watson, Clark, & Tellegen,
1984). Relatively independent positive and negative affect factors were
discovered in traditional, multidimensional mood scales like the Multiple
Mood Adjective Checklist, although it was acknowledged that response
sets may have contributed to the observed independence (Gotlib &
Meyer, 1986). Data from adolescents who carried electronic beepers and
who were asked to report on their moods at random times revealed
frequency rates of positive and negative affect that were not correlated
with each other (Larson, 1987). And, in perhaps the largest sample
studied, Mayer and Gaschke (1988) confirmed that a two-dimensional
structure of mood characterized the responses of nearly 1,600
undergraduates who completed three different mood scales (although,
like Zevon and Tellegen [1982] before them, Mayer and Gaschke [1988]
noted that bipolar Pleasant-Unpleasant and Arousal-Calm factors were
simply rotated variants of the separate Positive Affect-Tired and
Negative Affect-Relaxed factors). In recent years, the popularity of
separate, orthogonal, positive or negative dimensions of mood has not
waned, although the degree of independence is thought to vary as a func-
tion of the particular adjectives chosen (Watson, 1988), the intensity of
the affects considered, and the time frame during which they were
measured (Diener & Iran-Nejad, 1986), as well as the response format
used to measure them (Warr et al., 1983).

Independence of Positive-Negative Affect: Systematic and
Random Measurement Error

Although we acknowledge the potential theoretical value of
considering positive and negative affect from an independent dimensions
perspective  (especially the importance for understanding the
underpinnings of subjective well-being, see Diener, 1984, in press), it is
the purpose of this article to call attention to methodological issues that
may have caused the field prematurely to undervalue the traditional,
bipolar view of affect.

In the study described earlier, Bentler (1969) noted that a
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systematic source of error variance, the acquiescent response style or
the tendency to check adjectives of all kinds, masked the bipolar nature
of semantic space, dramatically reducing correlations between the
opposite ends of bipolar constructs. Writing more than 20 years ago,
Bentler (1969) made the prescient observation that “rating scales in
general are quite susceptible to an extremity response style. If an
extremity response style existed. . . its effects would be to attenuate the
potentially high negative correlation between polar oppositional terms.
. . polar oppositional semantic tendencies might be negated by the
existence of nonoppositional, or one-sided, irrelevant response
tendencies” (pp. 34-35). Bentler was in fact identifying a particular
exemplar of exactly the problem that we address here.

The purpose of the present set of studies is to demonstrate that
questionnaire items about mood that are worded similarly and placed
close together evoke similar response biases, giving rise to error
covariation. When this source of nonrandom measurement error is
combined with random error of measurement, correlations between
positive and negative affect scales that bear no resemblance to true
correlations may be generated. Constructs that are truly bipolar (large
negative correlations between them) may appear to be independent
(correlations near zero). Our hypothesis is that raw correlations and
factor analyses that do not take the special properties of measurement
error into account tend to suggest that positive and negative affect are
largely independent. When systematic and random sources of error
variance are accounted for, a bipolar model of affect emerges.

A Brief Look at How Measurement Error Distorts
Measures of Association

When constructs are mismeasured, even strong underlying
associations may turn up weak or incorrectly signed. Consider, by way
of illustration, the product-moment correlation between happiness,
denoted &; and sadness, &, If these latent constructs were observed
without error, the correlation would be (i = individual)

N W

Vrapar S
— = 5

Yer. = (1)
Suppose, however, that our information about these two variables is
imperfect. Instead of observing &;i and & we observe Xx;i and X
respectively:

Xo=&,+4,; @
Koo = &0 + 84, @)

where 81 and Jy represent the error in measuring happiness and
sadness, respectively.

Assume for the moment that the latent mood factors are
independent of the measurement error terms and that the
errors associated with the measure of happiness are indepen-
dent of the errors associated with the measure of sadness.
Thus, in the absence of sampling error,
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The correlation between Xj; and X»; would then be
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It follows directly that | Feo . | < | Vere | unless vard;j = vardy =
0. In other words, random error produces correlation coefficients that
are biased toward zero.

This, of course, is hardly news, especially to researchers working
in the factor analytic tradition. The statistical problem, however,
grows more complex when the data contain nonrandom response
biases, whether due to acquiescence (Bentler,1969), extreme response
style (Diener et al., 1985), or idiosyncratic use of response options
(D. P. Green, 1988). In determining how systematic response biases
contribute to the distortion of correlation coefficients, consider the
following case. As before, we assume that the measurement errors are
independent of the two moods, cov(&, dii) = 0, but this time we allow
response biases to affect both measures, such that cov(d1i, 62i) # 0.

The correlation between x;; and X,; becomes

et T T e B S Ll

Vo o = F—m—m————— (6)

Depending on the sign and magnitude of cov(8i, &) and the
reliability of the two proxies, rxi,x2 may be greater than, less than, or
equal to ¥ez In sum, random measurement error attenuates
correlation coefficients; nonrandom error, however, may produce
correlations that have the incorrect sign. Exploratory or confirmatory
factor analyses of data collected using a single measurement
approach often produce misleading results, unless special allowances
are made for nonrandom error (Bank, Dishion, Skinner, & Patterson,
1990; Dillon, Kumar, & Mulani, 1987). The data presented below
demonstrate that measurement error in single-method assessments of
happy and sad mood states can lead one to overestimate their degree
of independence. When multiple methods of data collection are used,
confirmatory factor analysis indicates that happy and sad mood states
are largely bipolar.

Study 1: The Bipolarity of Mood at Two Time Points

In the current study, we used a two-phase longitudinal design to
examine the influence of response bias, both within and across time,
on the dimensionality of mood. Data were collected at two time
points 1 week apart. At each time, subjects completed four short
affect measures. Each of the four affect measures differed in terms of
response format and assessed both positive and negative mood. This
multimethod approach to mood assessment allowed us to estimate the
possible contribution of systematic method-specific influences on (a)
the reliability of affect ratings and (b) the dimensional structure of
mood.

To test the dimensional nature of mood, we performed con-
firmatory factor analysis (CFA) using both LISREL VI and VII
(Joreskog & Sorbom, 1986,1988). This procedure finds the
combination of parameters that maximizes the likelihood of ob-
taining the variance-covariance matrix of the observed sample
data. CFA allows us to specify, a priori, the theoretical relations

among latent mood factors, observed measures, and unique factors
(also known as random errors). When constructs are measured with
multiple indicators, it is possible to estimate both the interfactor
correlations  while simultaneously estimating  intramethod
correlations among the errors of measurement (Bollen, 1989).
Thus, CFA allows us to consider both random and systematic
variation when estimating the relations among the latent factors.
Finally, CFA makes it possible to assess the statistical fit of one
model in relation to other models that invoke different a priori
assumptions.

Method

Subjects. Subjects were recruited from an introductory psychology course at
a large northeastern university during the spring of 1991. Participation in the
study was not a course requirement, no extra credit incentive was offered for
experimental participation, and subjects who chose to participate did not
receive financial compensation.

Of the 232 students who attended class during the first phase of data
collection, 209 consented to participate in a study on mood. At the second data
collection, one week later, 147 of the 209 participants returned questionnaires.
However, because some items in either the first or second set of measures were
left unanswered, complete information was not available for 8 subjects. As a
result, the analyses presented here are based on 139 subjects (71 women and 68
men).

Procedure. The procedure for administering the questionnaires was similar
at both data collection times. Before the start of class, subjects were asked to
complete four mood measures to describe how they were feeling “this
morning.” The mood measures were identical at each time, and the procedure
took no more than 10 min.

Mood measures. There are three common response formats used to measure
current emotional experiences: (a) the adjective checklist, (b) the response
options format, and (c) the n-point Likert scale. These formats were used in
designing four measures of mood for the current study: a mood adjective
checklist, a response-options format that presented a list of statements to which
the subjects indicated their degree of agreement by choosing a number ranging
from 1 (strong disagreement) to 5 (strong agreement), a response-options
format that presented statements to be rated from 1 (very well) to 4 (not at all)
according to the degree to which they described the subject’s mood, and a
semantic differential Likert scale. Words and phrases used to create measures
were drawn from lists of empirically derived synonyms (e.g., lzard, 1977;
McNair et al., 1971) to represent either happy or sad mood. The actual terms
used, as well as the question formats, are presented in Appendix A.

Results

Measurement model. The dimensionality of mood states is
conventionally assessed by means of the correlation coefficient.
As the relevant correlation is between positive and negative
affect factors, rather than survey measures, statistical analysis
requires a measurement model linking unobserved moods to
observed indicators. The model we posit, which is presented in
formal algebraic terms in Appendix B, supposes the observed
score for each individual to be a linear combination of mood
factor, systematic response bias, and random error. Note that
our model does not assume that the data contain random

! Note that our measurement approach asks subjects to assess the general
character of their moods, rather than the frequency with which they have
experienced moods of different sorts (Larson, 1987).



and nonrandom error; if these measurement problems are not in
evidence, the results will indicate this. The important assumptions of
our model are that systematic response errors are uncorrected with
mood factors and that measurement errors are uncorrelated across
items with different question formats. These assumptions, like those
of most any quantitative analysis, are not unassailable; but as we
demonstrate below, our results are highly robust across a spectrum of
different statistical assumptions.

An illustrative example. Let us begin, however, by disregarding the
redundancy with which mood is measured in our study; for purposes
of illustration, let us pretend we have only the 10 adjective checklist
measures for happiness and sadness at one point in time. To meet the
statistical identification requirements of CFA, we would create two
subscales for happiness and for sadness. Arbitrarily arraying the mood
adjectives in alphabetical order (the order in which they were
presented), we would create one happiness scale by summing
responses to the words cheerful and elated; another scale by adding
responses to glad, happy, and joyful. Two corresponding sadness
scales would be created in similar fashion. The correlation matrix of
these four scales is listed in Table 1. Notice that on casual inspection,
the matrix seems to suggest two mildly negatively correlated factors,
one for the happy items and another for the sad. Indeed, when we
posit a two-factor model that assumes only random error (cf. Long,
1983), that is what we find. The x for this model is 0.01 (df= 1, N=
139, p = .92), and the estimated latent correlation between happiness
and sadness is just -.34. Moreover, the statistical fit for the two-factor
model completely dominates the fit associated with a nested one-
factor alternative that assumes only random error is present. Comput-
ing the difference between the x’s associated with the two models, a
statistic that is itself distributed x2, we obtain 65.26, (df= 1, N = 139, p
< .001), which argues for a two-factor model.

The abysmal performance of the model that assumes a single,
bipolar mood state seems to suggest that the mood states of
happiness and sadness vary more or less independently of one
another. But the one-factor model can be resuscitated by relaxing
the assumption that the adjective checklist items contain only
random error. The x* associated with the one-factor model can
be driven from 65.27 to 0.14 if we assume that a consistent
pattern of response bias (and hence covariance among the
errors of measurement) runs throughout the adjective check-

Table 1
Descriptive Statistics and Intercorrelations for Illustrative Example
Described in Study 1

Ratings 1 2 3 4 M SD
1. Happyl _ 0.39 0.60
2.Happy2 .57** - 0.48 0.72
3. Sadl -15* -18* - 0.40 0.66
4. Sad2 —21* —26**  56** 0.39 0.71

Note. Happy1 = summed ratings for cheerful and elated; Happy2 = summed
ratings for glad, happy, and joyful; Sad1 = summed ratings for blue and
discouraged; Sad2 = summed ratings for feeling low, low, and sad.

*p <.05.**p<.001.
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list. Note that even with this highly restrictive assumption— namely,
each of the items absorbs the same amount of systematic measurement
error variance—we can obtain a statistical fit that is on par with the
two-factor model. In other words, fit statistics for these two nonnested
alternative models may provide little guidance as to whether mood
states are in fact bipolar (cf. Burke, Brief, George, Roberson, &
Webster, 1989, p. 1095).

The most sensible solution to this problem of indeterminacy would
be to posit a pair of nested models that allows for varying degrees of
nonrandom error while permitting two possibly distinct mood factors
to emerge. The difficulty is that the parameters of these models will
not be identified unless we have additional measures of mood—
measures that are subject to different sorts of response bias. The
essential feature of the present study is that it uses a variety of mood
measures so as to overcome the identification problem. In short, using
multiple measures, we develop a series of nested models that sustains
the potential distinction between opposite mood states while also
permitting nonrandom measurement error.

Correcting the observed correlation between happiness and
sadness. The first and most parsimonious measurement model
assumes that measurement error associated with each of the four types
of survey questions is random. Each latent variable is assumed to take
on the metric of the adjective checklist, leaving three unstandardized
loadings to be estimated for each latent mood factor. In addition, we
estimate one measurement error variance for each of the scales, for a
total of 16 parameters. The four latent moods (happiness and sadness
at both points in time) are assumed to be intercorrelated, adding
another 10 parameters to be estimated. In all, the basic measurement
model involves 38 parameters (12 factor loadings + 16 measurement
error variances + 10 mood factor covariances).

Tables 2 and 3 offer a striking contrast between the raw interitem
correlations and the interfactor correlations we obtain after correcting
for random measurement error. Consider, for example, the correlation
between the adjective checklist scale for happiness and that for
sadness at the first point in time. Although this correlation is observed
to be -.25 (see Table 2), the underlying correlation is estimated to be -
.84 (see Table 3). This distortion is directly attributable to the poor
reliability of the mood adjective checklist scales. The adjective
checklist, however, is not the only scale containing measurement
error. The strongest negative correlation observed in the first wave, —
.69 between an agree-disagree scale and a Likert scale, nevertheless
understates the actual degree of bipolarity of mood. Had we summed
all our various mood measures into a single index, the observed
correlation between happy and sad mood would have been -.72.
Summing all measures other than the adjective checklist yields a
correlation of-.74.

Mismeasurement need not be solely a matter of random error.
Accordingly, the second model permits nonrandom error between
survey items of similar response format. For example, the model
allows for the possibility that a propensity to check boxes influenced
individuals’ scores on each of the four adjective checklist scales.
Similar allowance for response tendency was made for each of the
other three measures, for a total of 24 additional parameters to be
estimated.

Relaxing the assumption of random error produces a dra-
matic and statistically significant improvement in fit over the
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Table 2
Raw Interitem Correlations Among All Indicators in Study 1
Indicator 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1. T1 H-ACL
2. T1H-A/D .60
3. T1 H-Desc 49 .68
4. T1 H-Likert .55 71 .67
5. TI S-ACL -.25 -49  -51 -.50
6. TI S-A/D -39 -64  -59 —.69 .62
7.T1 S-Desc -.35 -53 -54 -59 .64 .69
8. T1 S-Likert -40 -56  —-.60 —.66 .56 .67 74
9. T2 H-ACL A3 .10 .08 .05 .04 -02- -01 -.00
10. T2 H-A/D .00 .08 13 .06 -15 -14 -07 -11 .60
11. T2 H-Desc -.01 .08 21 .06 -17 -13 -10 -.09 .55 .78
12. T2 H-Likert .02 .16 .20 .16 -19 -21 -16 -14 .63 .82 79 _
13. T2 S-ACL .16 .01 -13 .00 21 17 .18 .08 -.25 -.53 -.63 -57 -
14. T2 S-A/ID .01 .09 -14 —-.04 .18 .18 19 15 -.37 —.67 -62 -63 .61 -
15. T2 S-Desc .03 .02 -10 .01 A1 .09 19 12 -41 -.59 -60 -64 62 .70 -
16. T2 S-Likert A1 .03 -13 -.03 14 .10 .16 15 —42 -.59 -67 —-68 61 .64 .69 -

Note. The letter before each format descriptor refers to the latent factor on which each indicator loads. Across-time correlations are enclosed in box. T1 = first data

second data collection. H = happy; S = sad. ACL = Adjective Check List; A/D =

first model (difference in x* = 76.5, df= 24, p < .001, see Table 4). Other
results, not reported in Table 4, are also of note. As we anticipated, the
checklist scores are susceptible to nonrandom error. All six of the
potential error correlations between checklist scales proved to be
positive, as expected, and five were statistically significant using a one-
tailed t test (o = .05). There is evidence of nonrandom response effects
among the other items as well. Three of the remaining 18 covariances
between the errors of measurement proved to be significant at the .05
level (two-tailed), testifying to the existence of systematic response
effects that occur within a survey and persist over time.?

Interestingly enough, the estimated interfactor correlations do not
change much when our CFA model takes nonrandom error into account.
This finding took us by surprise and led us to an interesting
methodological insight: By measuring moods in a redundant fashion, one
typically insulates a CFA analysis from the biasing effects of model
misspecification. (The statistical basis for this conjecture can be found in
a technical report by D. P Green, Goldman, & Salovey, 1992). In short,
although assuming that the data contain only random error leads to the
wrong CFA model, redundant measurement increases the number of
elements in the covariance matrix that CFA analyzes that are free from
the effects of nonrandom error. As a result, the CFA estimates from the
“wrong” model approximate the true parameters. In the present case, our
use of four different measures of each mood produces a covariance
matrix of 120 offdiagonal elements, only 24 of which are contaminated
by nonrandom error. Naturally, allowing for nonrandom error produces a
better fitting statistical model, but the random error model does an
adequate job of estimating the underlying parameters of interest.

Although relaxing the assumptions of our CFA model to incorporate

agree-disagree format; Desc = descriptive statements format; Likert = Likert scale..

both random and nonrandom error does not alter the estimated
intermood correlations, it does change our explanation of why the
observed correlations between adjective checklists are not stronger. For
example, the observed correlation between adjective checklist meas-
ures of happiness and sadness in the second wave of our study is -.25.
The corresponding latent correlation is estimated to be -.85 (random
error model) or -.84 (nonrandom error model). Our estimates based on
a CFA model that allows for both random and nonrandom error suggest
that random error drives the latent correlation down to -.42; nonrandom
error reduces it further to -.29.3

Lest one think that CFA transforms all weak correlations into strong
ones, we find that the over-time stability of the four mood states is
quite weak. The latent degree of sadness at Time 1 displays a
correlation of just .20 with sadness 1 week later, and the other over-
time correlations are even weaker. The finding is of substantive
interest because it suggests that moods are not enduring
characteristics, even over short periods of time. This finding has
important implications for interpreting responses to questions that ask
subjects to report their moods over the past month or year. If moods
are highly transitory, such measures may be better viewed as tapping
mood tendencies or mood predispositions.

2 Had we only allowed for nonrandom error between common formats within
a given wave, thereby ignoring the problem of response biases that persist over
time, the result would have been a significant improvement in fit (p < .001)
over the random error model but no change in the estimated interfactor
correlations.

® The slight difference between this correlation and the actual observed
correlation is an unexplained residual attributed to sampling variability.
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Factor Loadings and Interfactor Correlations for Random Error Model at
Time 1 and Time 2 in Study 1

T1 T2
Indicator Happy Sad Happy Sad
Standardized factor
loadings®

H-ACL .63 .66

H-A/D .78 .87

H-Desc .86 .92

H-Likert .85 .89

S-ACL 172 .75

S-A/D .85 .83

S-Desc .83 81

S-Likert .83 .83
Interfactor correlations

T1 happy -

T1 sad —.84**

T2 happy .16 -.18 -

T2 sad -.02 .23* —-85**

Note. The letter before each format descriptor refers to the latent factor on
which each indicator loads. H = happy; S = sad; T = time; ACL = Adjective
Check List; A/D = agree-disagree format; Desc = descriptive format; Likert =
Likert scale.

#X2(98, N = 139) = 162.39, p < .001. Goodness of Fit Index = .87. Adjusted
Goodness of Fit Index = .83. Root-mean-squared residual = .05.

*p<. 05. **p<.001.

Study 2: Replication Using Varied Question Order

During the fall of 1991, we replicated our initial study using a sample
of students enrolled in an undergraduate psychology course at the same
university. The administration of the study was the same, except that the
sequence of the different formats for mood assessment was varied
according to a Latin-square design. Of the 320 students in the class, 285
completed mood-assessment surveys. Eliminating respondents who
offered invalid or missing answers to any of the items left 250 valid
cases.

The second study confirmed the main conclusions of our initial CFA
analysis: Happiness and sadness appear to be bipolar in structure, and
appearances to the contrary may be attributed to random and nonrandom
error (Tables 5 and 6). The observed correlation between the happy and
sad mood adjective scales is -.40. When we take random error into
account, this correlation jumps to -.92. Allowing for nonrandom re-
sponse errors between items of similar question wording and response
format cut the x* from 75.20 to 29.75 with an expenditure of just four
degrees of freedom (N = 250, p < .001). Again, amid strong evidence of
nonrandom error, there was little change in the estimated correlation
between happy and sad mood states as we relaxed the constraints of the
CFA model (r= —.91).

Study 3: Replication Using Different Time Horizon and
Adjectives

Five weeks after the administration of Study 2, we replicated that study
using the same pool of subjects. This time, however,
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Factor Loadings and Interfactor Correlations for Correlated Error
Model at Time 1 and Time 2 in Study 1

T1 T2
Indicator Happy Sad Happy Sad
Standardized factor
loadings®

H-ACL .65 .69

H-A/D .80 .85

H-Desc .84 .92

H-Likert .86 .89

S-ACL 71 72

S-A/D .86 .85

S-Desc .83 .82

S-Likert .83 .80
Interfactor correlations

T1 happy -

T1 sad —.84** -

T2 happy 14 -17 -

T2 sad -.04 .20* —.84** -

Note. The letter before each format descriptor refers to the latent factor on
which each indicator loads. H = happy; S = sad; T = time; ACL = Adjective
Check List; A/D = agree-disagree format; Desc = descriptive format; Likert =
Likert scale.
ax%(74, N= 139) = 85.90, p = ns. Goodness of Fit Index = .93. Adjusted
Goodness of Fit Index = .87. root-mean-squared residual = .05. * p < .05.

the time frame of our mood assessment questions was changed from
“how you have been feeling since this morning” to “how you have
been feeling over the past month” so as to test whether a longer time
horizon diminishes the bipolarity of mood observed above (as
suggested by Diener & Iran-Nejad, 1986). Again, the sequence of the
different types of mood assessment was varied according to a Latin-
square design. Because the questionnaire was administered close to
the end of the semester, attendance was up, and 304 students
completed mood assessment surveys.

The data provided little support for the notion that the bipo-
larity of mood is a function of the time frame of the mood
assessment (Tables 7 and 8). A CFA model assuming random
measurement error produced a disattenuated correlation of

Table 5

Raw Interitem Correlations for Happy and Sad Words: Study 2
Indicator 1 2 3 4 5 6 7 8
1. H-ACL

2. H-A/D .65 -

3. H-Desc .63 71 -

4. H-Likert .67 .76 73 -

5.S-ACL -40 62 58 57

6. S-A/D -.50 —.66 —-.58 —.66 67

7. S-Desc -.55 -.59 —.69 —-.60 .54 55—

8. S-Likert —-.61 —.68 —.68 -.75 .65 .76 60 —

Note. The letter before each format descriptor refers to the latent factor on
which each indicator loads. H = happy; S = sad; ACL = Adjective Check List;
A/D = agree-disagree format; Desc = descriptive format; Likert = Likert scale.
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Table 6

Standardized Factor Loadings and Interfactor Correlations for Random
and Correlated Error Models

for Happy and Sad Words: Study 2

D. GREEN, S. GOLDMAN, AND P. SALOVEY

Table 8

Standardized Factor Loadings and Interfactor Correlations for
Random and Correlated Error Models

for Happy and Sad Words: Study 3

Factor loadings

Model and indicator Happy Sad
Random error®
H-ACL 74
H-A/D .86
H-Desc .83
H-Likert .89
S-ACL .75
S-A/D .83
S/Desc 71
S-Likert .89
Correlated error”
H-ACL .75
H-A/D .87
H-Desc .82
H-Likert .87
S-ACL .76
S-A/D .84
S-Desc .70
S-Likert .88

Factor loadings

Model and indicator Happy Sad
Random error®
1. H-ACL .67
2. H-A/D .79
3. H-Desc .87
4. H-Likert .86
5. S-ACL 72
6. S-A/D .85
7. S-Desc 73
8. S-Likert .84
Correlated error”
1. H-ACL .67
2. H-A/D .80
3. H-Desc .86
4. H-Likert .85
5. S-ACL 72
6. S-A/D .85
7. S-Desc 12
8. S-Likert .82

Note. The letter before each format descriptor refers to the latent factor on which
each indicator loads. H = happy; S = sad; ACL = Adjective Check List; A/D =
agree-disagree; Desc = descriptive format; Likert = Likert scale.

a X2(19, N = 250) = 75.20, p < .001; Goodness of Fit Index = .93; Adjusted
Goodness of Fit Index = .86; RMSR = .04. Happy-sad interfactor correlation = -
.92 (p <.001).

Px?(15, N = 250) = 29.75, p = .025; Goodness of Fit Index = .97; Adjusted
Goodness of Fit Index = .93; RMSR = .03. Happy-sad interfactor correlation = -
.91 (p < .001).

-.86 between happiness and sadness. Allowance for both random and
nonrandom error increased this estimate to -.87.

In keeping with previous findings, CFA assuming random
and nonrandom error produced similar substantive conclu-
sions. Again, however, there can be no doubt about the preva-
lence of nonrandom error in these mood assessments. The esti-
mated covariance between response errors associated with the
two mood checklist scales is more than 8 times its standard

Table 7

Raw Interitem Correlations for Happy and Sad Words: Study 3
Indicator 1 2 3 4 5 6 78
1. H-ACL

2. H-A/D .60 -

3. H-Desc .59 .69 -

4. H-Likert .59 67 74 -

5.5-ACL -10 46 53 50

6. S-A/D -44 53 63 64 .68

7. S-Desc -44 48 59 59 52 .60

8. S-Likert -47 59 65 66 .60 .69 .61 —

Note. The letter before each format descriptor refers to the latent factor on which
each indicator loads. H = happy; S = sad; ACL = Adjective Check List; A/D =
agree-disagree format; Desc = descriptive format; Likert = Likert scale.

Note. The letter before each format descriptor refers to the latent factor on
which each indicator loads. H = happy; S = sad; ACL = Adjective Check List;
AJ/D = agree-disagree format; desc = descriptive format; Likert = Likert scale.
 x%(19, N = 304) = 135.50, p < .001; Goodness of Fit Index = .91; Adjusted
Goodness of Fit Index = .83; root-mean-squared residual = .06. Happy-sad
interfactor correlation =-.87 (p < .001).

P X*(15, N = 304) = 25.54, p = .04; Goodness of Fit Index = .98; Adjusted
Goodness of Fit Index = .95; root-mean-squared residual = .03. Happy-sad
interfactor correlation = -.87 (p < .001).

error, suggesting that respondents have markedly different pro-
pensities to check off adjectives whether due to individual differences
in acquiescence, expressiveness, or emotional intensity (Bentler,
1969; Diener, Larsen, Levine, & Emmons, 1985). Viewing the three
studies together, we found that all four of the within-wave
correlations between the checklist measures were significantly
inflated by nonrandom error (p < .05). Like Bentler (1969) before us,
we advise caution when researchers analyze data obtained with a
checklist format.*

Results for the other formats suggest that they vary in their
susceptibility to nonrandom error. The Likert scales produced
negatively correlated measurement errors in all four cases, two
significantly so. The same pattern of results obtained for the
agree-disagree format. The se